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Incompressible fluid simulation Motivation Solving the linear system Neural-preconditioned iterative solver

Incompressible Euler equations for constant-density fluids like water.
With Dirichlet and Neumann boundary conditions (BCs) on the
pressure field corresponding to free surface and fluid-solid boundaries,
respectively.

We determine the BCs based on the cell type, which is
available natively from the fluid solver (e.g., PIC).
The cell markers determine the Laplacian matrix .
RHS  and image  are used as network input.
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Dataset: 183 frames drawn from 10 scenes with diverse BCs.
Hardware: NVIDIA RTX 6000 GPU with 48 GB memory.
Loss function: residual 2-norm .
Framework: mainly using PyTorch, with custom convolution blocks implemented
in CUDA kernel as a Torch extension.

This algorithm is similar to Conjugate Gradient method.

Speedup over CG

Training and testing

Benchmark: 12 scenes, each with 200 frames, for a total of 2400 systems.
Problem size: various sizes, (128, 128, 128), (256, 256, 256), etc.
Criterion: reducing initial residual by .
Baseline: comparing to CG, AMGCL, Incomplete Cholesky, AMGX.

Convergence plot

The bottleneck is solving an
underlying discrete Poisson
equation.
Fluid domain and BCs evolve at
each time step, posing
challenges for real-time
simulation.
State-of-the-art solvers like
algebraic multigrid are slow when
the matrix constantly changes.
Plain CG is slow to converge.

Scalability

Advantages: 
No explicit form of the matrix needed.
Generalize to BCs, domain shapes, and grid sizes outside training set.
Inference on any dimension divisible by power of 2.

Rendered examples

VS

6 x faster 
than CG

10 x faster 
than CG

18 x faster 
than CG


